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What is P(H)?

P(H |D1,D0) ≈ P(H |D0)× P(D1|H ,D0)
P(H |D0) ≈ P(H)× P(D0|H)

P(H) = the possibility of a hypothesis = ‘objective’
P(D0|H) = the plausibility of a hypothesis based on

our ideas = ‘subjective’
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Tempting to use plausibility of H as P(H)

I Ignores specificity/predictive value
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Prior probability = prior ‘weight’
of possibility and plausibility

Acknowledge subjectivity
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